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Abstract—Clustered federated learning is a popular paradigm
to tackle data heterogeneity in federated learning, by training
personalized models for groups of users with similar data distri-
butions. A critical challenge is to protect the privacy of individual
user updates, as the latter can reveal extensive information about
sensitive local datasets. To do so, a recent promising approach is
information-theoretic secure aggregation, where parties learn the
aggregate (sum) of user updates, but no further information is
revealed about the individual updates. In this work, we present
the first secure aggregation frameworks in the context of clustered
federated learning, to learn the aggregate of user updates for
any clustering of users, but without learning any information
about the local updates or cluster identities. Our frameworks
can achieve linear communication complexity under formal
information-theoretic privacy guarantees, while providing key
trade-offs between communication and computation complexity,
adversary tolerance, and resilience to user dropouts.

I. INTRODUCTION

Federated learning (FL) is a distributed learning framework
to train machine learning models over the data stored and
processed locally across a large number of wireless devices
(users) [1]. Unlike traditional centralized training architectures,
where all data is collected by a central party who performs
training, FL keeps the data on device. Instead, each user
updates the trained model locally on their local data, and
then the local updates (e.g., gradients) are aggregated (often
by a server) to form a global model. In doing so, users
always keep the data on device, and send only the intermediate
computations (e.g., local gradients).

Due to this on-device learning architecture (data never
leaves the device, but only the local updates), FL has
been highly popular in privacy-sensitive applications, such as
healthcare. On the other hand, recent gradient inversion attacks
have shown that the local updates sent by the users (such as
gradients) can still reveal extensive information about the local
datasets [2]-[4]. Secure aggregation (SA) protocols have been
introduced to address this challenge, by revealing only the sum
of the local updates to the server during training, while hiding
the contents of individual updates sent from each user using
information-theoretic or cryptographic tools [5]-[11]. In doing
s0, SA ensures that no further information is revealed beyond
the sum of the local updates, preventing the server from
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associating the aggregated updates with any particular user.
SA can further be combined with complementary privacy-
preserving mechanisms such as differential privacy [12], [13]
and can even benefit the latter [14], [15].

A major challenge of FL is the severe data heterogeneity
across the users, which slows down training, and degrades
model accuracy [16]. More importantly, training a single
model (across the entire network) may disproportionately
penalize the performance of underrepresented users [17]. Clus-
tered FL is a recent approach to tackle this challenge by
training multiple models, each adapted to a group of users
with similar data distributions [18]-[23]. The training process
alternates between clustering the users with respect to their
data distributions, and training a distinct model within each
cluster. For the latter, the server collects and aggregates the
local updates (gradients) from the users assigned to each
cluster, to update the model designated for that cluster. Several
complementary approaches also explore addressing data het-
erogeneity by designing a personalized model for each user
through fine-tuning or meta-learning [24]-[27]. In contrast,
clustered FL targets group-level personalization, where the
server maintains personalized models to serve groups of users
with similar characteristics, while avoiding excessive memory
and storage costs to handle a large number of models.

In this work, our goal is to develop an SA framework for
clustered FL. A naive approach is to leverage conventional SA
protocols to aggregate the local gradients of the users assigned
to each cluster (independently from other clusters). On the
other hand, doing so requires the server to learn the cluster
identity of each user, which itself is highly sensitive infor-
mation, revealing which users have similar data distributions
[21]. An adversarial user can further infer sensitive information
about the characteristics of honest users assigned to the
same cluster, simply by leveraging the similarity between the
distributions. Importantly, underrepresented users are the most
vulnerable to this type of attack, due to the lack of a large
number of users with similar data distributions, i.e., same
cluster identity. Moreover, clusters may vary throughout the
training, using which one may reveal the local gradients by
comparing the aggregated updates received at different training
rounds [28]. As such, here we ask the following question:

e How can we enable SA for clustered FL, for the server

to learn the aggregate of local gradients for each cluster,
but without learning any information about the local

Authorized licensed use limited to: Univ of Calif Riverside. Downloaded ﬁ)-n8F6ebruary 15,2024 at 19:35:41 UTC from IEEE Xplore. Restrictions apply.

978-1-6654-7554-9/23/$31.00 ©2023 IEEE



2023 IEEE International Symposium on Information Theory (ISIT)

gradients or cluster identities of individual users?

To address this challenge, in this work we propose the first
SA frameworks for clustered FL. In all proposed frameworks,
the server can perfectly recover the aggregate of local gradients
for each cluster, but without learning any further information
about the cluster identities or local gradients of the users.
All proposed frameworks ensure strong information-theoretic
privacy guarantees, while providing a trade-off between the
communication and computation overhead, round complexity,
and resilience to user dropouts (e.g., due to poor channel
conditions). Our contributions can be summarized as follows:

o We propose the first study of SA in the context of clus-
tered FL, to aggregate the local gradients from multiple
clusters of users simultaneously, without learning any
information about the cluster identities or local gradients.

e We introduce the first SA frameworks for clustered
FL, and analyze the trade-offs between the communi-
cation/computation overhead, adversary tolerance, round
complexity, and resilience to user dropouts.

« For all proposed frameworks, we demonstrate the formal
information-theoretic privacy guarantees.

II. PROBLEM FORMULATION

Clustered FL. We consider a clustered FL setting in a
network of N users and a server. The local dataset D; of
user ¢ € [IN] is realized from one of K distributions denoted

by Pi,...,Pk. The goal is to train K models wq,..., Wg,
where model wj, € R? is trained to minimize the loss function,
Fk(wk) = ]EENPk [f(wkhg)] vk € [KL (1)

where £ is a data sample realized from distribution P;, and
f(wy, &) denotes the stochastic loss function computed on the
data sample ¢ and model wy. Then, the optimal model for each
of the K distributions is given by:

wj = arg miny,, Fi(wy) Vk € [K] (2)

To solve (1), clustered FL [18], [21] takes an iterative ap-
proach, that alternates between partitioning the users into K
clusters with respect to the similarity of their local datasets,
and training of K global models (one for each cluster). To do
so, at each round ¢, the server broadcasts the current state of
the K global models {w(t)}re(x) to all users. Then, user
i € [N] computes a local empirical loss,
filwi(t)) 2 ﬁ S filwi(8),€) 3)
" eeD;
for each model {wy(t)}1e[k]. and selects the cluster with the
minimum loss,
) 2 ;
¢;’ =arg krél[l% filwg(2)). (€))
Next, user ¢ € [N] computes a local gradient for the model of
the selected cluster,

gi(t) 2 V filw, 0 (1)) )

and sends the local gradient from (5), along with the cluster
assignment from (4), to the server. Then, the server updates
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Fig. 1. Secure aggregation for clustered FL. At each training round, user %
computes a local gradient g; (¢) for the selected cluster. The server learns the
aggregate of local gradients Ziesk(t)mu(t) g (t) for each cluster k € [K],
without learning which users belong to which cluster, or the local gradients.

the global model for each cluster, by aggregating the local
gradients received from users assigned to that cluster,

7]
wk(t+1):wk(t)—ﬁl > i)
1€SE(E)NU(t)

vk € [K], (6)

where 7 is the learning rate, Si(t) = {i : cgt) = k,i € [N]}
denotes the set of users assigned to cluster £ at round ¢. At
each round of training, up to D out of /N users may drop out
or get delayed due to various reasons, such as poor channel
conditions or low battery. Accordingly, U(t) C [N] denotes
the set of surviving users at round ¢, who successfully send
their local gradient g;(¢) to the server, where |U(t)| > N —D.

Threat model. We consider an honest-but-curious adversary
model (as iS most common in secure aggregation), where
adversaries follow the protocol, but try to reveal additional
information about the local datasets of honest users from the
messages exchanged. Out of IV users, up to 1" are adversarial,
who may collude with one another and/or the server.

Information-theoretic secure aggregation. Our goal is to
enable the server to compute the sum of the local gradients
2iesu(tyru(r) 8i(t) for each cluster k € [K], to be able to
update the model from (6) correctly, but without learning any
further information about the local gradients or the cluster
identities of the users, as illustrated in Fig. 1. Formally, this

condition can be stated as,
(0. ymrmr{ X w0,
P€SK(£)NU(L)

{80 }ier Gr) =0 (D

for all 7 such that |7| < T, where M+ denotes the collection
of all messages received by the adversaries, and G is the set
of randomness generated by the adversaries during training.
We then ask the following question:
« How can the server learn the aggregate of local gradients

from (6) for all K clusters, under the information-
theoretic privacy guarantees from (7)?

To address this challenge, in this work we propose three secure
aggregation protocols, with different trade-offs in terms of the
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communication/computation overhead, round complexity, and
dropout resilience, which will be detailed in Section IV.

Similar to [5], [7], [9], our frameworks are bound to
finite field computations, where each user converts their local
gradient g;(t) € R? from the real domain to a finite field
F, of integers modulo a large prime q. We refer to [7], [29],
[30] for the details of this conversion. In the sequel, we use
gi(t) € Fg to denote the finite field representation of g;(t).
We next present the details of the proposed frameworks.

III. CLUSTERED SECURE AGGREGATION

We next present three approaches to secure aggregation for
clustered FL. For notational clarity, we omit the time index t.

A. Clustered Secret Gradient Sharing (Clustered-GS)

In this framework, users first agree on N distinct public
parameters a1, ...,y from F,. Then, each user i € [N]
partitions its local gradient g, into L equal-sized shards,

. 9T
g = [gh gl ®)
and generates Td independent (uniformly) random vectors

Vit, ..., viy € FE to form a degree KL+ T — 1 polynomial,

L T
fila) £ aleom DI g, 3 Tal i vy, )
=1 =1

and sends to each user j € [N] a coded gradient,

gij = filey). (10
To recover the aggregate of the local gradients, the server
requests the aggregate of the coded gradients,

&2 &

Jjeu

from each user 7 € [IN]. The computations from (11) can be
viewed as evaluations of a degree KL + 1T — 1 polynomial,

flo) £ fi(a) (12)

Jjeu
at an interpolation point & = «;, where g; = f(«;). Since
any polynomial f of degree deg f can be reconstructed from
at least deg f + 1 evaluation points, the server can reconstruct
for each cluster k € [K], the aggregate of the local gradients,

Z g; = [Zjeskﬂug;rl Zjeskmz,{ g]T'L]T, (13)
jeSKNU

using polynomial interpolation, upon receiving (11) from any
set of at least K L + T users. Parameter L controls a trade-off
between communication and dropout resilience. The commu-
nication overhead is O(%) per user, inversely proportional to
L, whereas the maximum number of user dropouts tolerated
is D < N—(KL+T), which increases by using a smaller L.

1)

B. Clustered Masked Gradient Aggregation (Clustered-MA)

Our second framework builds on an online-offline trade-off,
by dividing the communication into online (data-dependent)
and offline (data-agnostic) phases. The former depends on the
datasets, hence can only be carried out after training starts.
The latter is independent from data (such as randomness

generation), and can be carried out in advance when the
network load is low. The key intuition is to transfer the
intensive communication overhead incurred by large NV to the
offline phase, by increasing the number of communication
rounds. As demonstrated next, one can achieve an online
communication overhead of O(dK) (independent from the
number of users) while keeping the offline overhead as O(%).
We next describe the details of each phase.

Offline. In the offline phase, users first agree on N distinct
public parameters v, ...,ay from F,. User i € [N] then
generates K random masks {r;;}re[x) of size d uniformly at
random from [Fg, each partitioned into L shards,

Tik = [rsz r;‘rkL] ' (14)

Next, user ¢ constructs a polynomial of degree KL + T — 1,

K L T
fila) 237N T altm DI £ N " oK Ly (15)
=1

k=11=1

d
where v;; € F; are generated uniformly at random for all
I € [T}, and sends an encoded mask,

Tij = fi(oy)
to each user j € [N]. The masks {r}re[x] Will be used to
hide the true content of the local gradients in the online phase,
whereas the random vectors {v;; };c(7) will hide the true value
of the masks against up to T' adversaries.

Online. In the online phase, each user ¢ € [N] sends to the
server a masked gradient,

o[BS

ik = rik otherwise

(16)

; a7

for each cluster k& € [K]|. The server then aggregates the
received masked gradients ), ,, x;). for each cluster k € [K].
On the other hand, to recover the aggregate of the true
gradients spru 8i» the server has to remove the random
masks Zieu r;; from the masked gradients Zieu X;5. To do
so, the server requests the aggregate of the coded masks,

~ é ~
r, = rj;

jeu

(18)

from each user i € [N]. The computations from (18) can be
viewed as evaluations of a degree KL + T — 1 polynomial,

fl) £ fi(a) (19)
Jjeu
at an interpolation point o = «;, where ¥; = f(a;). Hence,
upon receiving the evaluations (18) from any set Z of at least
|Z| = KL+ T users, the server can reconstruct the aggregate
of the random masks,
S o= D th Sieu ] for ke [K](20)
icu
via polynomial interpolation. Then, the server can recover the
aggregate of true gradients for each cluster, by removing the
(aggregated) random masks in (20) from the masked gradients,

Z gizz:xik—z:rik for k € [K]

i€SNU icU icU

21

Authorized licensed use limited to: Univ of Calif Riverside. Downloaded ﬁ)-n8F8ebruary 15,2024 at 19:35:41 UTC from IEEE Xplore. Restrictions apply.



2023 IEEE International Symposium on Information Theory (ISIT)

Clustered-MA achieves a per-user online communication over-
head of O(dK), by offloading the O(“Y) (online) overhead
of Clustered-GS to the offline phase, while providing equal
resilience against user dropouts D < N — (KL + T). On
the other hand, when the number of clusters K is large, as is
often the case in highly heterogeneous networks, the O(dK)
overhead is still significant. Our next framework overcomes
this challenge by reducing the online overhead to O(d + K),
by trading-off communication with tolerance to user dropouts.

C. Secure Aggregation with Masked Clusters (Clustered-SA)

Our last framework also builds on an online/offline trade-
off, where we offload the communication intensive operations
to the latter. On the other hand, instead of aggregating the
masked gradients for each cluster, each user now sends a one-
shot masked gradient along with a masked cluster identity.
The two are then combined with encoded random masks
generated in the offline phase, in a way that the server can
correctly recover the sum of the true gradients for each cluster,
without learning any information about their true value. We
next describe the details of each phase.

Offline. In this phase, users generate three Lagrange polyno-
mials, where the first two are used to mask the local gradients
and cluster identities in the online phase, while the third one
is used to ensure the information theoretic privacy during the
final reconstruction of the sum of local gradients. Initially,
users agree on 2(N + KL +T) — 1 distinct public parameters
{aitienys 1Bmtmeg L+1) 10m tme{KL+1,... 2(KL+T—1)+1}>
{Am}men—7) from F,. Next, each user i € [N] generates a
random mask,

(1>

T (22)
d

where r; € FJ for all [ € [L] are generated uniformly at

random (and independently from other elements), and then

forms a Lagrange polynomial of degree KL + T — 1,

o — 6m
I
S5 G mein L Bk-1)L+1 — Bm
\{(k—1)L+1}
KL+T a—B
+ Z Vil H #’ (23)
I=KL+1  me[KL+T\{i} " "

da
where v;; € FJ are uniformly random vectors for all [ €
{KL+1,...,KL+T}. Then, user i sends an encoded mask,

Tyj £ filey) (24)

to each user j € [INV]. In addition, user ¢ generates K random

masks 2;1,...,2;x € F; (uniformly at random), forms a
Lagrange polynomial of degree KL + T — 1,
a — Bm
- Z Zik Z H 3 3
ke[K]  le[L] me[KL+T) " R—DIHL T Pm
\{(k=1)L+1}
KL+T a—B
+ Z Ujl H #7 (25)
I=KL+1  me[KL+T\{1} "t~ 7™

where u;; € F, are generated uniformly random for | € {K L+
., KL+T}, and sends an encoded mask,

gij = hi(aj) (26)

to user j € [N]. Finally, user ¢ generates a third Lagrange
polynomial of degree 2(KL +T — 1):

a—0,,
H 0, — 0.,

me[2(KL+T—1)+1]\{l}

2(KL+T—1)+1

vi(a) & Z n;

I=KL+1

where §; £ 3; for | € [KL], and ny is a uniformly random
vector of size ﬁ forle {KL+1,...,2(KL+T—-1)+1}.
User ¢ then sends an encoded vector,

ﬁij e vi(aj) (28)

to user j € [N]. After receiving {n; }je[n1, user i computes:

= A JIRT J—1 =T T
n; = |:Zje[ }>‘ nj Z €[N ])‘N Tnj’L:|

where (29) can be viewed as evaluations of a Lagrange
polynomial v(a) of degree 2(K L+ T — 1),

(29)

2(KL+T—1)+1

A o — e’m
v > m 5. G0
I=KL+1 me2(KL+T—1)+1\{l}
such that n; = v(a;), whereas v(6;) = 0 for [ € [KL], and

v(gl):nlé [Zje[zv] )‘{71“}1 ZjE[N] )‘N 1Tnjl:| 3D

forallle {KL+1,...,2(KL+T—1)+1}.
Online. In the online phase, each user ¢ € [N] initially
broadcasts a masked local gradient,

X, 28 -1 (32)
along with a masked cluster indicator for each cluster k,
Yik = bik, — Zik, (33)
where k € [K], and
bir = {O otherwise (34)

is a binary indicator variable representing whether user @ is
assigned to cluster & € [K]. To reconstruct the aggregate of
the local gradients, the server requests from all users ¢ € [N],

Y (Y I i)

Bk—-1)L+1—Bm

JjEU keEK] 1€[L] mE[KL+T)
M (k=1)L+1}
o;— Bm _ B
X(ZijZ H ﬁ"‘rﬁ)—ni 35)
I€[L] ke[K] me[KL+T)” k—DL+ITPm
\{(k—1)L+1}
where x; = [x JTl j x1,]" is partitioned into L shards of size

d . Note that the computations from (35) can be viewed as
evaluatlons of a degree 2(K L + T — 1) polynomial,

£ (3 6i@)y(@) — vla)

jeu

(36)
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TABLE I
COMPARISON OF COMMUNICATION COMPLEXITY (PER-USER) AND
DROPOUT RESILIENCE (MAXIMUM NUMBER OF USER DROPOUTS).

Communication complexity Dropout resilience
Clustered-Gs | OMine | OWN/L) I b o N _ (kL 4+ 1)
offline —
] online O(dK)
Clustered-MA offline | O(dN/L) D<N-(KL+T)
online | O(d+ K)
Clustered-SA offtine | O(dN/L) D<N-2(KL+T)+1

where a; = f(«;), such that

o — /Bm
;) = Z bjk Z H _—a
kE[K]  l€[L] me[KL+T) Bo—nz+1 = Bm
\{(k—1)L+1}
KL4T o B,
I=KL+1  me[KL+T\{l} m
¥i(a) & ji: g, 2{: :[I _ o= B
o) = j _
l€[L]  kE[K] me[KL+T] Ble-1)L+1 = Bm
\{(k—1)L+1}
KL+T o p
+ > a1l =5 ©®
I=KL+1  me[KL+T)\{l} m
where g; [gh EJT-L]T denotes the local gradi-

ent of user j partitioned into L equal-sized shards. Since
FBu-L+1) = X jer bik8ji = X jes,nu 8ji corresponds to
the true sum of the local gradients for each cluster k € [K] and
shard [ € [L], after receiving the evaluations (35) from a set
of at least 2(K' L+ T —1) +1 users, the server can reconstruct
f(a) through polynomial interpolation, and recover the sum,

> &= [FBu-ner)" f(ﬁ(kfl)L+L)T]T

JESKNU

(39)

of the local gradients for each cluster k € [K].

Remark 1. Clustered-SA reduces the per-user online com-
munication overhead to O(d + K) (down from the O(Kd)
overhead of Clustered-MA), while keeping the offline over-
head the same. This is achieved by a trade-off between
communication overhead and dropout resilience; Clustered-SA
slashes the online communication complexity, while requiring
a larger number of surviving users for correct recovery of
the aggregated gradients. A comparison of the communication
complexity and dropout resilience of the three frameworks are
demonstrated in Table I, which will be detailed in Section IV.

Remark 2. The key intuition behind the polynomial v(c)
in (36) is to ensure privacy during the reconstruction of the
final outcomes by the server. Since v(B(y—1)r+1) = 0 for all
k € [K],1 € [L], in principle, the final outcomes in (39) can be
recovered by interpolating the polynomial ), ¢j(a)i;()
directly, by collecting the evaluations ;s ¢j(cvi)j(a;)
from the users, however, additional information may be leaked
(beyond the desired outcomes) from the intermediate polyno-
mial coefficients. The masking with n; = v(«;) prevents such

information leakage, as will be demonstrated in Theorem 4.

IV. THEORETICAL ANALYSIS

We first present the per-user communication/computation
complexity, adversary robustness, and resilience to user
dropouts. The dropout resilience of a given framework is
quantified by the recovery threshold, defined as the minimum
number of surviving users required for correct recovery of the
aggregate of local gradients.

Theorem 1. Clustered-GS has a per-user communication
complexity of O(%), per-user computation complexity of
O(%X log?(KL+T)loglog(K L+T)), and a recovery thresh-
oldof N—D>KL+T.

Theorem 2. Clustered-MA has a per-user communication
complexity of O(dK) online and O(%) offline, per-user com-
putation complexity of O(N%) online and O(% log?(K L +
T)loglog(KL + T)) offline, and a recovery threshold of
N-D>KL+T.

Theorem 3. Clustered-SA has a per-user communication
complexity of O(d + K) online and O(dTN) offline, per-
user computational complexity of O(N(K + d)) online and
O(% log?(KL+T)loglog(KL+T)) offline, and a recovery
threshold of N — D > 2(KL+T) — 1.

Remark 3. The three frameworks provide a trade-off among
the online/offline communication complexity, computation cost,
and the recovery threshold. Clustered-MA reduces the online
communication overhead of Clustered-GS by introducing an
additional offline phase. Clustered-SA reduces the online com-
munication by a factor of K compared to Clustered-MA, while
increasing the recovery threshold by a constant factor.

We next present the privacy guarantees from (7).

Theorem 4. (Information-theoretic privacy) Clustered-
GS, Clustered-MA, and Clustered-SA all guarantee the
information-theoretic privacy of honest users from (7) against
any set T of up to |T| < T adversaries,

I<{gz‘7ci}[N]\T§MTH ZEi}ke[K]v{EiaCi}ieTagT) =0
i€SNU T
(40)
where M denotes the collection of all messages received by
the server and adversarial users, and Gt is the set of ran-
domness generated by the adversarial users during training.

Proof. (Sketch) The proof follows from comparing the entropy
of the masked/encoded gradients observed by the adversaries
with respect to the entropy of the uniform distribution. O

V. CONCLUSION

This work is the first study of secure aggregation for
clustered federated learning, to aggregate the local gradients
for any cluster of users without learning the local gradients or
cluster identities. Our frameworks achieve a linear online com-
munication overhead, while ensuring formal guarantees for
information-theoretic privacy and resilience to user dropouts.
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